**Purpose**

To learn another Binary Tree ADT in addition to the BST and AVL.

To learn how to use the Map ADT.

**Background**

A map ADT is a set of pairs. Each pair is composed of a key and a (mapped) value. Keys within a map must be unique (no duplicates). The (mapped) values may be duplicates.

**Requirements**

Develop an encoding/decoding program for any number of characters that can perform all of the operations described below. This is completed by creating a Huffman tree (see section 8.6 of the textbook).

To complete this lab, you must create a class called HuffmanTree that implements the HuffmanInterface as well as two more classes that inherit from TreeInterface and NodeInterface respectively, similar to Lab 6. You will not be able to pass off this lab if you do not implement the interfaces or if you name your class differently. These interfaces will allow us to automate and expedite the pass-off process. You may use any additional methods or classes as you see fit and this is encouraged. Do not modify the interfaces in any way.

Part1 – Create the Tree (10 points)

* Implement the createTree and getTree methods of Huffman Interface.
* Determine the frequency of occurrence of each character, including punctuation marks and whitespace characters, by scanning some sample text. Sample text is a string that ispassed in as a parameter.
* Follow the “Rules for Your Tree” in the Requirement Notes below when constructing the tree. This test guarantees that your tree conforms to these requirements.

Part 2 – Make the Encoding (6 points)

* Implement the getEncoding method of the HuffmanInterface .
* Determine a minimal Huffman encoding using the “Rules for Your Tree” in the Requirement Notes below.
* Use a Map data structure to store the encodings with the character as the Key and the encoding as the value mapped to by the key.

Part 3 – Encode (6 points)

* Implement the encodeMessage method of the HuffmanInterface. Your encoded messages should contain 1's and 0's and nothing else.

Part 4 – Decode (6 points)

* Implement the decodeMessage method of the HuffmanInterface.

UML design document. (2 points)

Refer to page 113 in the book for an example.

Please bring when asking TAs questions.

**Requirement Notes**

**General**

* You are required to create a separate '.cpp' and '.h' for each class you implement for this lab.
* After creation of the tree, use a map to store the encoding that your tree generates with the character as the key and the encoding as the mapped value
* Your program needs to be “bullet-proofed”. IT must accommodate all possible input, even input which is not specifically mentioned in the specifications. This requires you as the programmer to anticipate what problems could arise from invalid input and to handle them appropriately.

**Rules for Your Tree**

* Here is a sample text (brackets not included): [muckduck! muuuud draumak pmdap dp ucmr, paumeu dpapkam. mka. rpkuakdap pamk aprckpku.arp pruak, dcd ckap! r! p! .!mrp]. Here is a visual tree created from the sample text above (the node that appears blank on the right side of the tree is for the space character):

![http://students.cs.byu.edu/%7Ecs235headta/homework/student_files/tree.PNG](data:image/png;base64,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)

* Several different strings will be used to test your solution. For your convenience when testing, we have provided three files: the sample text used above “sample.txt”, a message “message.txt” and the encoding of that message “encMessage.txt” using the tree generated from“sample.txt”.
* For any given text, there could be multiple Huffman trees that are all optimal. This could lead to problems if two parties want to exchange messages that are encoded with trees generated using the same sample text. If each party generates a different, but still optimal, tree, they would end up with nonsensical decoded messages. To avoid this problem for your solution, we will use a set of arbitrary, but necessary, rules that will specify how various aspects of the tree should be handled.
  + The left branch of a node will use a 0 in the encoding and the right branch will use a 1.
  + When combining two nodes to make a new node in your tree, the node with the lower frequency should be placed on the left and the node with the higher frequency should be on the right.
* In situations where there are duplicate frequencies, a few rules need to be used to create the ordering of your priority queue. Original characters should come before combined nodes. When ordering two original characters, the ordering of the ASCII character set should be used. When ordering two combined nodes, the older node should come first.